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Abstract: A newly developed Monte Carlo (MC) algorithm designed to study the complex interplay of
dissolution and precipitation reactions on mineral surface is presented. This algorithm utilizes existing
advanced reactive and configurational-biased MC techniques with new protocols specific for mineral-water
interfaces. This time-independent methodology is especially advantageous for studying the kinetically slow
quartz-water dissolution process. The aim is to use this method to understand the role of the local
arrangement of reactive sites and surface topography in the surface evolution during dissolution. The
simulations were performed in neutral pH medium, and two possible dissolution mechanisms were tested.
The results indicate that out of the direct and stepwise mechanisms, the direct mechanism leads to complete
dissolution that is not experimentally observed in the natural environment. On the other hand, the stepwise
dissolution is more realistic, as it resembles the experimentally observed steady-state dissolution of the
quartz-water system. These simulations identify the least coordinated surface sites (Q1) as the primary
reactive site for hydrolysis and precipitation. Other surface sites (Q2 and Q3) also undergo hydrolysis, but
they are sterically hindered and are turned passive by precipitating Q1 groups. The conclusions from the
simulations are dominated by the surface topology of quartz; thus, we believe that the results are applicable
for other polymorphs of silica and other protonation conditions.

I. Introduction

Quartz (SiO2) is an abundant mineral in the earth’s crust and
interacts constantly with water, which covers 71% of the earth’s
surface. It is therefore very important to understand the
chemistry at the quartz-water interface, a topic that has been
investigated for decades.1-32 These investigations can be broadly

classified into experimental1-7,9,10,12-16,19-22,30 and computa-
tional studies,8,11,17,18,23-29,31,32 both of which have evolved
considerably over the years. The experimental techniques have
evolved from solution chemistry1,19 in the early investigations
to the present direct imaging technologies and surface probes.33-36

Similarly, with advances in computational power and software,
the calculations are no longer limited to isolated small
clusters;8,17,18 rather, inclusion of solvation effects and long-
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These advances are promising but have not yet uncovered all
the complexities of the mineral-water interfaces. This is
especially true for the quartz-water interface, where experi-
mental studies show that quartz dissolution is a kinetically slow
process,1,19,31 and computational simulation of the process
requires efficient rare-event sampling. These limitations have
not allowed a clear picture of quartz-water dissolution to
emerge, and there are several mechanistic aspects that still need
to be explored.25,30

The key to understanding dissolution of quartz lies with its
complex structure, which has only 0.2% impurity.39 Although
quartz is nearly pure, the geometrical structure has a rich tapestry
that makes understanding the dissolution tricky. Before discuss-
ing prior studies, the nature of the surface structure and the
associated nomenclature must be defined. Composed of Si and
O atoms, quartz has an open, three-dimensional framework
structure formed by corner-sharing SiO4

4- tetrahedral units. At
the surface, however, the Si-O bonds are capped by H atoms,
forming hydroxyl groups. The surface Si centers vary in their
connectivity to the bulk; therefore, we will follow the standard
naming convention used in the literature.40-43 Each Si atom is
assigned a Qi, label where i is the number of bridging bonds
connecting the Si to the neighboring Si sites, and the remaining
(4 - i) surrounding groups are hydroxyls. A Q2 Si, for example,
has two hydroxyl groups and two bridging bonds to the
neighboring Si sites, whereas a Q4 Si has no hydroxyl groups
and is embedded within the bulk. In contrast, a Q0 Si has no
bonds to the bulk and represents a free silicic acid molecule,
Si(OH)4. The Qi labels are useful in systematically illustrating
the dissolution process because the hydrolysis of each Si-O-Si
bond can be represented simply as Qi f Qi-1. This convention
will be used throughout this article to present the structural
changes that occur in the surface weathering process. Four
relevant prior studies provide the background for the study
presented here. The first study is an experimental one; the second
study is electronic structure based; the third and fourth are
probabilistic models.

Recently, Dove et al. studied the dissolution of amorphous
silica and showed that, despite the lack of long-range order
in amorphous silica, it shows similarities in the dissolution
trends with crystalline forms.30 The model used in their study
highlighted the role of Q2 and Q3 sites as the two predominant
reacting units that undergo dissolution to form Q0 species in
solution. Dove et al. proposed that the dissolution rate is
governed by the removal of Q2 sites because the reduced
accessibility of the Q3 sites inhibits their ability to react. They
do not propose, however, any importance to the Q1 site, the
geometrically most accessible site. Although they give the
importance of removal from a Q2 site, they do not address
the microscopic mechanism of how the quartz dissolves. In
particular, does the Q2 Si go directly into silicic acid in solution,
or is there a stepwise process in which the Q2 is converted to a
Q1 on the surface and then the dissolution occurs from a Q1

site?

Part of the microscopic picture is obtained through several
ab initio studies that have elucidated dissolution mechanisms
for small silica clusters.8,17,18,23,24,26,31 The calculations have
identified the elementary steps involved in the hydrolysis
of Si-O-Si bonds, the activation barriers, and the rate of
dissolution over a wide 2-12 pH scale.31 Within the ability of
the ab initio techniques and the tractable system sizes, it is found
that the energetics associated with dissolution from all Qi sites
are similar.32 Going beyond the atomistic insight obtained from
the small-cluster calculations, there is a need to incorporate the
topological aspects and surface roughness to make a better
judgment of the chemistry at the quartz-water interface.

In another set of computational studies, mineral surface
roughness and its evolution have been simulated using kinetic
models for systems that are far from equilibrium.44-49 In these
cases, the emphasis is usually to simulate flow experiments
where dissolution products are continuously removed from the
system, thus removing any possibility of precipitation. Theoreti-
cally, for an open flow-through system, the dissolution rate is
kinetically controlled and depends on the activation energies
of the various surface reactions.

In contrast, a batch-reactor experiment has both forward and
backward reactions that eventually reach equilibrium. The
reactions are therefore thermodynamically controlled and need
simulation techniques very different from those used in the
kinetically controlled flow-through systems. Simulating a ther-
modynamically controlled system was the focus of a recent study
by Bandstra and Brantley, who used a stochastic model on a
simplified two-dimensional (2D) system representing the mineral
surface.50 Their model incorporated four key concepts important
to describe dissolution: (1) crystal structure, (2) probabilistic
nature of reactive sites based on connectivity, (3) reversibility
of the forward dissolution and the precipitation processes, and
(4) crystal defects. Based on these features, the 2D system
showed that mineral surfaces reach a steady-state conformation
with time. This very interesting result shows that, despite an
overly simplified 2D representation of the real mineral surface,
the stochastic model was able to capture the evolution of the
mineral surface. The probabilistic approach by Bandstra and
Brantley shows promise; however, the structural details and full
dimensionality of the system need to be incorporated.

In the present article, a new theoretical probabilistic approach
is presented that uses advanced Monte Carlo (MC) techniques.
Using this new approach, simulations are performed on a full
three-dimensional quartz-water system complete with the
details of the Qi sites and explicit water molecules. The
reversible reactions conditions will be considered with pos-
sibilities of dissolution, precipitation, and polymerization steps.
The aim in this work is to focus on the qualitative aspects of
the evolution of the quartz-water interface under thermody-
namically controlled conditions.

The present article is organized in the following sections.
Section II provides the theoretical basis of the work, and the
computational details are presented in section III. The results

(39) Deer, W. A.; Howie, R. A.; Zussmann, J. Rock-Forming Minerals;
Longmans: London, 1963; Vol. 4.

(40) Engelhardt, G.; Jancke, H.; Hoebbel, D.; Weiker, W. Z. Chem. 1974,
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(42) Harris, R. K.; Newman, R. H. J. Chem. Soc., Faraday Trans. 2 1977,
73, 1204.
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E.; van Suchtelen, J.; Elwenspoek, M. J. Appl. Phys. 2000, 88, 4595.

(45) Agger, J. R.; Hanif, N.; Anderson, M. W. Angew. Chem., Int. Ed.
2001, 40, 4065.
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(47) Lasaga, A. C.; Luttge, A. J. Phys. Chem. B 2005, 109, 1635.
(48) Meakin, P.; Rosso, K. M. J. Chem. Phys. 2008, 129.
(49) Zhang, L.; Luttge, A. J. Phys. Chem. B 2008, 112, 1736.
(50) Bandstra, J. Z.; Brantley, S. L. Geochim. Cosmochim. Acta 2008, 72,

2587.
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and discussion are presented in sections IV and V, respectively.
Finally, the conclusions are provided in section VI.

II. Theory

The objective of this study is to model the dissolution of
quartz using a description that includes the full structure and
chemistry of the solid and the solution phase. The method of
choice is based on MC simulations in which configurations of
Si groups on the surface and in solution are sampled to
determine the equilibrium distribution. MC techniques allow
for the explicit use of an interaction potential to describe the
structure and energetics of the quartz-water system. The
simplest form of MC moves involves, for example, randomly
picking one molecule and placing it elsewhere in the system,
attempting to find a lower energy configuration. The challenge
here is that the reactive moves do not involve single atoms but
rather clusters that have dissimilar sizes. For incorporating the
reactions, we employ the reactive MC (RxMC) approach.51,52

To allow for the interchange of the bulky surface group with
several water molecules, we use the configurational bias MC
(CBMC) technique.53 Below we describe the MC methodology,
the interaction potential used, and the algorithms developed
specifically for quartz dissolution.

A. Combined Reactive and Configurational Bias Monte
Carlo. The combined RxMC and CBMC techniques provide
the required theoretical framework for studying the present
silicate-water system. The RxMC scheme was developed
independently by Smith and Triska51 and Johnson et al.52 Both
groups were motivated to develop a MC protocol for systems
where components underwent association dimerization and even
hydrogen bonding. Since these early formulations, there have
been several applications of RxMC methods.54-59 A few years
prior to the development of RxMC, the now popular CBMC
method53 was developed by Siepmann and Frenkel to make the
MC simulations more efficient.60-66 More recently, Jakobtor-
weihen et al. combined these two MC methods to study propene
metathesis reaction in confined environments.67 The present
application also combines the RxMC and CBMC approaches
with adaptations specific for mineral-water interfaces.

The advantage of the RxMC approach is that it provides a
theoretical framework to study chemical properties of both

forward and backward reactions, essential for the quartz-water
surface chemistry. To describe the reaction where the bonds
are broken and formed, it is impossible to preserve the identity
of the molecules in the system with a fixed number of individual
molecular components. This dilemma, however, is not a problem
in RxMC because, unlike conventional MC, RxMC conserves
the number of atoms in a system and not the identity of the
individual molecules. The RxMC method is a well-developed
technique, and for brevity only some key aspects are presented
here.

The chemical reaction events are modeled by random deletion
of the reactant molecules and insertion of the product molecules
according to the stoichiometry of the reaction. The reactive
chemical system can be completely defined in terms of the
identity of the various chemical species and the stoichiometry
of the overall chemical reaction:

where Nc is the number of unique chemical species in the
system, νj is the stoichiometry of the jth chemical species, and
Mj is the chemical symbol. In the above equation, the standard
convention of associating positive and negative values to νj for
reactants and products has been used. The sum over all
components in the above equation is zero and represents the
mass balance of the overall chemical process. The aim of this
method is to find the transition probability P(newrold) due to
the reactive process. The probability of finding the system in a
given state is defined in terms of the � grand canonical partition
function:52

where Nj, µj, and qj are the number, chemical potential, and
partition function of the jth component, respectively. The total
potential energy is given by Uold, and � ) 1/kBT, where T is
temperature and kB is the Boltzmann constant. As the reaction
proceeds, the system is transferred to a new state, and the
number of the components changes from Nj to (Nj + νj). The
probability of finding the system in the new configuration is
defined as52

The explicit expression for the transition probability
P(newr old) can be obtained using the following definition,

Substituting eqs 2 and 3 in the above expression,52

By definition, any system in chemical equilibrium satisfies the
following equation:

(51) Smith, W. R.; Triska, B. J. Chem. Phys. 1994, 100, 3019.
(52) Johnson, K.; Panagiotopoulos, A. Z.; Gubbins, K. E. Mol. Phys. 1994,

81, 717.
(53) Siepmann, J. I.; Frenkel, D. Mol. Phys. 1992, 75, 59.
(54) Pizio, O.; Henderson, D.; Sokolowski, S. J. Phys. Chem. 1995, 99,

2408.
(55) Segura, C. J.; Chapman, W. G. Mol. Phys. 1995, 86, 415.
(56) Muller, E. A.; Rull, L. F.; Vega, L. F.; Gubbins, K. E. J. Phys. Chem.

1996, 100, 1189.
(57) Turner, C. H.; Johnson, J. K.; Gubbins, K. E. J. Chem. Phys. 2001,

114, 1851.
(58) Turner, C. H.; Pikunic, J.; Gubbins, K. E. Mol. Phys. 2001, 99, 1991.
(59) Puibasset, J.; Pellenq, R. J. M. J. Phys. Chem. B 2008, 112, 6390.
(60) Frenkel, D.; Mooij, G.; Smit, B. J. Phys.: Condens. Matter 1992, 4,

3053.
(61) Siepmann, J. I.; Karaborni, S.; Smit, B. Nature 1993, 365, 330.
(62) Siepmann, J. I.; McDonald, I. R. Phys. ReV. Lett. 1993, 70, 453.
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2126.
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104, 8008.
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Substituting the equilibrium condition, the final expression for
the transition probability is52

The above derivation provides a generic expression for
calculating the transition probability of any reactive system, but
there is a caveat in applying this to reactive systems in dense
media. If the simulation requires generating new configurations
by insertion of a physically large molecule into a dense medium,
then the transition probability for such a move system will be
very small, and almost all reactive moves will be rejected. It is
therefore necessary to combine the reactive moves with an
efficient technique that overcomes this problem.

The CBMC technique is a practical solution to carry out
simulations of systems that involve components with very
dissimilar densities and molecular structures. In reactive systems,
the reactants and products can have very different structures
and exist in different phases. The reactive event requires
insertion of product into another phase at a random coordinate
that might overlap with other molecules and have a low-
acceptance probability. The frequent occurrences of such low-
acceptance events plague the MC calculations, making them
computationally expensive. A CBMC method is a suitable
solution for this problem, and in the original CBMC paper,53 a
polymer chain was allowed to grow bead by bead in a set of
trial moves biasing the simulation away from low-acceptance
events. The approach adopted in the present work is similar in
spirit to the original CBMC method, but instead of growing
the product molecule of a reaction event, the simulation is
carried out through cluster moves.

More specifically, in the silicate-water system, the forward
dissolution event leads to consumption of one water molecule
per formation of an aqueous silicic acid in bulk water, and the
back precipitation reaction leads to the formation of water and
the bridging of the free silicic acid back onto the mineral surface
or polymerization in solution. The components that are ex-
changed in forward and backward reactions are silicic acid and
water, which have a 1:4 volume ratio (density of water at 1
g/cm3). The configuration bias scheme is invoked by first
deleting a randomly selected water molecule from bulk water
and then substituting a silicic acid molecule in its place. The
newly inserted silicic acid, with about 4 times the volume of a
water molecule, overlaps with the surrounding water molecules.
These overlapping water molecules are removed and then
reinserted randomly back into bulk water using the Rosenbluth
weighting factor.68 The Rosenbluth weighting factor has been
used extensively69-74 for the configuration bias scheme and is
described in more detail elsewhere.53,67

B. Potential Energy Function. The Fueston-Garofalini (FG)
potential energy function VFG has been used in the present work,
as it has a successful track record of simulating silicate-water
interaction in previous studies.75 The FG potential energy
function is a sum of modified two-body and three-body terms
from earlier work, along with a modified Rahman-Stillinger-
Lemberg potential.76,77 The FG potential for a system with N
particles is represented as

where Vij and Vjik are the two-body and three-body interaction
terms, respectively. The interaction between atoms i and j is

where rij is the internuclear distance between atoms i and j, qi

is the formal charge on atom i, ε0 is the permittivity of free
space, and Aij, �ij, Fij, aij, bij, and cij are adjustable parameters.
The Vjik term is

where θjik is the angle subtended by rij and rik, i being the vertex
atom, and λjik, γij, γik, θjik

0 , rij
0, and rik

0 are adjustable parameters.
For a given atom, a cutoff distance of 5.5 Å was used to
calculate all forces. All the adjustable parameters have been
reported in the literature previously and are not repeated here.78

C. Methodology and Algorithms. Reactive MC requires a
suite of reaction steps from which to choose in any particular
simulation move. The simulations were carried out using the
direct and stepwise approaches. The motivation is to test the
two approaches since the actual dissolution mechanism is not
fully understood. The comparison of the two approaches will
possibly contrast their differences and help test the present
methodology.

The direct approach always leads to dissolution by hydrolyz-
ing the surface bonds and leading to the formation of a Q0

species in bulk water. The overall process involves picking a
reactive Si site at random, hydrolyzing all the Obr bridged bonds,
and deleting one water molecule from the bulk water per
Si-Obr-Si bond hydrolyzed. The selection of water molecules
to be deleted is random. The back reaction of the Q0 species
onto the silicate surface or polymerization in solution is
considered with a Boltzmann probability. The direct approach
algorithm is straightforward to implement, and the detailed steps
are depicted as a flowchart in Figure 1. The forward reaction
of a Q1 site hydrolysis with a Qi neighbor is represented as
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(69) Sariban, A.; Binder, K. Macromolecules 1988, 21, 711.
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(72) Hao, M. H.; Scheraga, H. A. J. Phys. Chem. 1994, 98, 4940.
(73) Vasquez, M.; Nemethy, G.; Scheraga, H. A. Chem. ReV. 1994, 94,

2183.
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(76) Stillinger, F. H.; Rahman, A. J. Chem. Phys. 1978, 68, 66.
(77) Stillinger, F. H.; Weber, T. A. Phys. ReV. B 1985, 31, 5262.
(78) Litton, D. A.; Garofalini, S. H. J. Appl. Phys. 2001, 89, 6013.
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Similarly, the Q2 and Q3 sites also undergo hydrolysis using
two and three water molecules in the process

and reducing the coordination of all their neighbors to Qi-1.
The back reaction in this case will be just the reverse of eq 11,
with free Q0 species precipitating on the surface or polymerizing
in solution.

In contrast to the direct approach, in the stepwise approach
only one Si-Obr-Si bond is hydrolyzed in each MC step. The
protocol for the hydrolysis of the bond is intricate and requires
knowledge of the Qi numbers of the selected Si site and its
neighboring Si sites. In the case of Q2 and Q3 sites with more
than one Si-Obr-Si bridged bonds, it is more efficient to
hydrolyze the bond with the least coordinated neighbor. In Table
1, an extended list of reactive sites and neighbors is provided,
along with the specific bond that is hydrolyzed using the least
coordinated protocol. The aim of developing this protocol is to
simulate a more chemically realistic method. For example, if a
selected site is Q2, with Q2 and Q4 as its two neighbors, then it
is more likely that the Q4 bulk site farther from the surface is
less accessible for dissolution, while the less coordinated Q2

site is more readily hydrolyzed by water. Also, by using the
least coordinated protocol, the simulation algorithmically is more
efficient, as fewer sterically hindered moves with low-acceptance
probability events are generated. Another consequence of
the least coordinated protocol is that, for cases where a selected
Q2 or Q3 site has a Q1 neighbor, the bond to Q1 is hydrolyzed,
which is similar to shifting the reaction center to the Q1 site. In
case of the back reaction, the algorithmic protocol is very general
and picks precipitation sites scholastically, allowing both surface

precipitation and polymerization in solution. The flowchart in
Figure 2 shows the implementation of the least coordinated
protocol step by step.

III. Computational Details

The simulations were carried out using a locally developed
modular MC program written in FORTRAN 90. The FG
potential was also programmed using the functional form and
corrected parameters from the literature.78 The structure of
R-quartz is hexagonal with space group P3121 and a unit cell
of a ) b ) 4.914 Å, c ) 5.405 Å, R ) � ) 90°, and γ ) 120°.
For the simulations, two R-quartz and water systems were
designed that have different ratios of Qi sites. System I is a
smaller test system with a 7 Å radius R-quartz crystallite in the
center of a cubic water box of dimensions 22 Å × 22 Å × 22
Å with 1 g/cm3 density. System II has a 12 Å radius R-quartz
crystallite enclosed in a 30 Å × 30 Å × 30 Å box of water as
shown in Figure 3. The simulations were performed for both
systems I and II, and both showed similar trends in the results.
Therefore, for clarity in the discussion, all the results reported
in the following sections are for the larger system II at 500 K
unless specifically mentioned otherwise. In the temperature
effect studies, the simulation included lower temperatures in
the 300-500 K range.

IV. Results

A. Direct Mechanism. The direct mechanism results in
dissolution of a surface site at each successful MC step. There
are, however, three types of surface sites, and these can be tested
systematically by modeling systems with restricted combinations
of Qi sites that hydrolyze and precipitate. The simplest simula-
tion is the Q1-dissolution, in which only the Q1 sites are sampled
for the dissolution and precipitation reactions. The next hier-
archical simulation is the Q1Q2-direct dissolution, where both
Q1 and the Q2 sites are allowed to undergo reactions. Finally,

Figure 1. Flowchart for the steps involved in the direct dissolution algorithm.

Qi-Obr-Q1(s) + H2O f Qi-1 + Q0(aq) (11)

[Qi-Obr]2-Q2(s) + 2H2O f 2Qi-1 + Q0(aq) (12)

[Qi-Obr]3-Q3(s) + 3H2O f 3Qi-1 + Q0(aq) (13)
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the Q1Q2Q3-direct dissolution, as the name suggests, involves
sampling of Q1, Q2, and Q3 sites.

The progress of system I at 500 K is monitored for all three
sampling protocols. The fraction of Si atoms in the system as
Q0 (i.e., silicic acid molecules in solution) generated at each
MC step is calculated, as shown in Figure 4. The results show

two very different behaviors, one leading to steady state as in
the Q1-dissolution, and the other two leading to complete
dissolution.

In the Q1-dissolution simulation, initially the Q1 sites
hydrolyze to form the Q0 species in solution. With the increase
in the concentration of Q0 species, precipitation reactions occur

Table 1. Least Coordinated Protocol Used in the Stepwise Approach

bonded neighbors

reaction center first second third selected neighbor

Q1 Q2 Q2

Q3 Q3

Q4 Q4

Q2 Q1 Q2 Q1, move reaction center
Q1 Q3 Q1, move reaction center
Q1 Q4 Q1, move reaction center
Q2 Q3 Q2

Q2 Q4 Q2

Q3 Q4 Q3

Q4 Q4 Q4

Q3 Q1 Q1 Q2 randomly select first or second Q1, move reaction center
Q1 Q1 Q3 randomly select first or second Q1, move reaction center
Q1 Q1 Q4 randomly select first or second Q1, move reaction center
Q1 Q2 Q2 Q1, move reaction center
Q1 Q2 Q3 Q1, move reaction center
Q1 Q2 Q4 Q1, move reaction center
Q1 Q3 Q3 Q1, move reaction center
Q1 Q3 Q4 Q1, move reaction center
Q1 Q4 Q4 Q1, move reaction center
Q2 Q2 Q2 randomly select first, second, or third Q2

Q2 Q2 Q3 randomly select first or second Q2

Q2 Q2 Q4 randomly select first or second Q2

Q2 Q3 Q3 Q2

Q2 Q3 Q4 Q2

Q2 Q4 Q4 Q2

Q3 Q3 Q3 randomly select first, second, or third Q3

Q3 Q3 Q4 randomly select first or second Q3

Q3 Q4 Q4 Q3

Q4 Q4 Q4 randomly select first, second, or third Q4

Figure 2. Flowchart for the steps involved in the stepwise dissolution algorithm.
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(denoted by a decrease in the Q0 fraction), eventually reaching
a steady state. The forward and backward reactions lead to
several Q1 and Q0 exchanges. A closer look at the evolution of
the quartz crystallite surface in the Q1-dissolution simulation
shows that removal of Q1 sites in the dissolution process occurs
irrespective of the underlying surface site. This indifference to
the Qi number of the neighboring Si is in agreement with the
previous ab initio calculations on silica clusters,32 where it was
found that the barrier heights of Q1-Obr-Qi are almost similar
for i ) 1-4. The Q1-dissolution simulation reaches a steady
state with a Q0 fraction of ∼0.19. The surface of the crystallite
at equilibrium consists of Q2 and Q3 sites with an occasional
Q1 site. Thus, if dissolution occurs only from Q1 sites, there
will never be complete dissolution of the sample.

In contrast, the Q1Q2-direct dissolution and Q1Q2Q3-direct
dissolution simulations lead to complete dissolution of the quartz
crystallite with a Q0 species fraction of ∼1 toward the end of
the simulation, as shown in Figure 4. Experimentally, it is
observed that quartz dissolution is very difficult and is a very
slow process.

Thus, the dissolution through Q1Q2- and Q1Q2Q3-direct
dissolution mechanisms is not realistic. There are other factors
that also argue against this mechanism. First, the direct
dissolution involves breaking of two or three bridge bonds, each
with a gas-phase barrier height31 of 159 kJ/mol, versus only
one bridge bond for the Q1-dissolution. This energy cost is quite
high. Second, there is limited accessibility of these sites for water
molecules to carry out bond-breaking. Third, in general, for there
to be several simultaneous bond breaks, there should be some
linkage as to why they must occur together. At this point, we
cannot justify any reason. Although the Q1Q2- and Q1Q2Q3-
direct dissolution approaches are potentially not the real
mechanisms for dissolution of silicates, they nevertheless are
good test cases for developing the MC methodology and
contrasting the behavior of the Q1-dissolution approach.

B. Stepwise Mechanism. The stepwise mechanism is tested
in a hierarchical way developed in the previous section;
however, the naming convention for the simulations is now Q1-
dissolution (same as direct mechanism), Q1Q2-stepwise, and
Q1Q2Q3-stepwise. Simulations were performed using all three
mechanisms for systems I and II, and the results averaged over
five runs are presented in Table 2.

The simulation on system I shows that the fraction of the Q0

sites is almost independent of the stepwise mechanism employed
to obtain the results. Since the stepwise and direct algorithms
are the same for Q1-dissolution, the same 0.19 site fraction is
obtained. The other results for the simulations show similar
trends for both systems I and II. For the remainder of this
section, we will analyze the results for system II to illustrate
the dissolution steps and the evolution of Qi sites; each of the
mechanisms is discussed in detail.

The plots of the fraction of the total system for each Qi species
as a function of number of MC moves are shown in Figures
5-7. For Q1-dissolution as shown in Figure 5, the first trend is
the gradual growth of the Q0 species in solution until about
60 000 MC steps, where it plateaus until about 155 000 steps,
followed by a single dissolution move that eventually precipi-
tates after the next 10 000 moves. As expected, the increase of
Q0 is inversely related to the dissolution trend of Q1 species
and reduces to very small percentage of the total surface fraction
by 200 000 MC steps. The trends also show that the Q1

dissolution occurs from Q4 sites, indicated by a gradual decrease
of Q4 and the reverse buildup of the Q3 species. There have
also been a few steps where Q1 has hydrolyzed off a Q3 site,
resulting in an increase of Q2 sites that, after about the initial
5000 steps, remains unchanged throughout the rest of the
simulation. The overall ratios of Qi species in the end of the
simulation are shown in Table 2 and will be compared with
other data later in this section.

The surface species fractions from the Q1Q2-stepwise simula-
tion are plotted in Figure 6. Compared to the Q1-dissolution

Figure 3. Snapshot of initial simulation setup of a 12 Å R-quartz crystallite
enclosed in a 30 Å × 30 Å × 30 Å box of water. The Si sites are shown
as Q1 (yellow), Q2 (green), Q3 (blue), and Q4 (pink). The silicate oxygen
and hydrogen atoms are shown in red and white, respectively. To highlight
the quartz crystallite, the water molecules are shown in gray.

Figure 4. Plot of the fraction of Si in solution obtained using Q1Q2Q3-
direct, Q1Q2-direct, and Q1-dissolution algorithms as a function of number
of MC moves at 500 K.

Table 2. Average Distribution of the Q i Sites for Three
Mechanisms for Five Runs at 500 K

Q 0 Q 1 Q 2 Q 3 Q 4

System I
Q1-dissolution 0.19 0.04 0.12 0.37 0.28
Q1Q2-stepwise 0.17 0.04 0.11 0.39 0.29
Q1Q2Q3-stepwise 0.19 0.05 0.13 0.35 0.28

System II
Q1-dissolution 0.13 0.02 0.13 0.43 0.29
Q1Q2-stepwise 0.11 0.11 0.11 0.37 0.29
Q1Q2Q3-stepwise 0.13 0.17 0.17 0.26 0.27
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simulation, the Q1Q2-stepwise simulation reaches a steady state
in a fewer number of MC steps (∼120 000). The Q0 fraction
shows an initial increase, but unlike in the Q1-dissolution case,
the species trend is influenced by the role of Q2 species. The
Q2 fraction shows small fluctuations in the simulations, though
the surface fraction before and after the simulation remains
almost unchanged at about 0.11. The Q2 hydrolysis is sterically

difficult and results in formation of at least one Q1 species and
another Qi-1species, depending on the neighboring Qi site, as
shown in Table 1. An important aspect of this mechanism is
highlighted by the increase in the fluctuations of the all the Qi

species compared to the trends in Figure 5. The average steady-
state Qi fractions’ data are presented in Table 2 for comparison
with Q1-dissolution results.

The Qi species fractions as a function of MC steps for the
Q1Q2Q3-stepwise surface evolution are presented in Figure 7.
The fluctuation of surface speciation and complexity of reactions
increases tremendously compared to the Q1-dissolution and
Q1Q2-stepwise simulations shown in Figures 5 and 6. The Q1

species gradually increase in the solution, showing several
forward and backward reactions that can be mapped to complex
steps shown in Table 1. The same is true for the other Qi sites,
except the Q4 fraction, which shows only a decrease as the
simulation progresses. The steady-state surface conformation
is achieved in a smaller number (∼50 000) of simulation steps
than in previous simulations. The reason for this observation is
mainly algorithmic, as all the sites (Q1, Q2, and Q3) on the
surface are being sampled in the Q1Q2Q3-stepwise mechanism.
Any accepted dissolution move of a Q2 or Q3 site opens twice
as many sites for further participation in precipitation or
dissolution events, leading to the steady state in a fewer number
of steps. This trend has been observed for five separate
simulations, and the average Qi fraction for Q1Q2Q3-stepwise
mechanisms is reported in Table 2.

A very clear trend emerges from the comparison of the Qi

data in Table 2. Namely, the Q1-dissolution, Q1Q2-stepwise, and
Q1Q2Q3-stepwise mechanisms all yield almost the same Q0

fraction in solution. Similarly, the Q4 bulk species fraction attains
a nearly constant value of 0.29, averaged over five simulation
runs and the three mechanisms. The only differences in the three
mechanisms are in fractions of the Q1, Q2, and Q3 surface
species. This can be explained by the disparity in the hydrolysis
protocols for mechanisms, but on an average, none of these
mechanisms lead to complete dissolution and all reach a steady-
state dissolution state. Furthermore, this confirms that, even
though the Q2 and Q3 hydrolysis events do occur, they are
compensated by the backward precipitation reactions and do
not contribute significantly toward the formation of Q0 species.
The important result of this study is that it is able to demonstrate,
without the use of expensive time-progression simulations, that
inclusion of Q2 and Q3 contributions to the Q1-dissolution
mechanisms does not alter the fraction of Q0 species in solution.

C. Temperature Effects. The temperature effects were studied
for 300, 400, and 500 K using the Q1-dissolution mechanism,
and the results for the evolution of Q0 species as a function of
MC steps are shown in Figure 8. The Q1Q2- and Q1Q2Q3-
stepwise mechanisms yielded results similar to those obtained
with the Q1-dissolution mechanism and are therefore not
included here. The 300 and 400 K temperature simulations show
fewer dissolution steps that lead to a steady state with no
precipitation events; however, for the 500 K simulation, several
dissolution steps occurred, followed by precipitation. The
increase in the number of Q0 species with increase in temper-
ature is in agreement with the experimental observations.1,19

V. Discussion

In this section, a discussion of the highlights of the results is
provided along with a comparison to previous experimental and
theoretical models. The present study successfully goes beyond
the previous small-cluster calculations to include a realistic

Figure 5. Evolution of Qi species fraction simulated using the Q1-
dissolution algorithm as a function of number of MC moves at 500 K.

Figure 6. Evolution of Qi species fraction simulated using the Q1Q2-
stepwise dissolution algorithm as a function of number of MC moves at
500 K.

Figure 7. Evolution of Qi species fraction simulated using the Q1Q2Q3-
stepwise dissolution algorithm as a function of number of MC moves at
500 K.
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description of a quartz crystallite in contact with explicit water
molecules. The major observations of this study are that direct
dissolution from Q2 and Q3 sites is less probable than dissolution
from Q1 sites, and for stepwise dissolution mechanisms, the
fraction of Q0 species (silicic acid molecules in solution) is
independent of the Qi surface sites that participate in the
dissolution mechanism.

A key result here is that the amount of silicic acid in solution
depends on the number of initial Q1 sites. This result is unlike a
typical solubility product, in which the amount of dissolved solid
is constant for a unit volume of water (per liter). Thus, even though
our calculations are for equilibrium conditions, they make an
implication for the kinetics of dissolution. The simulations show
that, once the Q1 sites on the surface are depleted, the dissolution
process is essentially terminated, indicating that overall dissolution
will appear to be kinetically slow. It is chemically sensible that
the predominant dissolution reaction occurs for a Q1 site that has
only one bond to the bulk mineral. The conclusions of Q1 reactivity
are based on the simulation of quartz crystallite and are not any
specific to any low- or high-index Miller plane of quartz. The
variation of due morphological factors was not the focus of this
article, but such simulations will be performed in subsequent
studies.

Although these calculations have been performed for quartz
using an interaction potential designed for neutral reactions, we
believe that the topological argument should carry over to other
conditions. For example, there are many polymorphs of silica with
tetrahedral arrangements of SiO4

4- units. Similarly, the surface
groups can be protonated and deprotonated depending on the pH.
The extra or missing proton, however, will not alter the basic
topology. We propose that the same conclusion as to the dominance
of the Q1 dissolution would apply for other polymorphs of silica
as well as the protonated and deprotonated states. Any defects or
impurities that increase the number of Q1 sites will enhance
dissolution, and any surface contaminants that bind to the Q1 sites
will inhibit dissolution. Furthermore, the analyses of the reactions
on the quartz-water surfaces involving the intricate role of Qi sites
in both the dissolution and the precipitation steps, all leading to a
formation of a steady state, conclusively show the inertness of silica
for complete dissolution.

Comparing the results of the stepwise simulations to the
experimental studies shows agreement regarding the lower acces-
sibility of the Q3 versus the Q2 sites. There are, however, differences
in the dissolution mechanism observed in the simulations and the

model proposed by Dove et al.30 Unlike the “plucking off” model
of removal of Q2 and Q3 sites, our simulations show that the
dissolution occurs through a stepwise mechanism with the key
involvement of the reactive Q1 sites. Additionally, Dove et al.30

do not discuss how the precipitation reactions affect the overall
dissolution, but the simulations show that back reaction of the Q0

group (silicic acid) occurs on a surface site, creating Q1 sites that
cap the underlying surface sites from being hydrolyzed.

The simulation results are in good agreement with the
observations of the Bandstra and Brantley simulation studies.50

Using similar key concepts of dissolution processes but with
an entirely different scheme, the present approach was able to
go beyond the 2D model system, test possible dissolution
mechanisms, and show the role of Qi sites at the quartz-water
interface in a real three-dimensional system surrounded with
explicit water molecules. Both their study and the one presented
here indicate the formation of steady-state conformation of the
surface that is temperature dependent.

VI. Conclusions

The new MC approach provides a novel way to identify the
reactions that are responsible for the weathering of the quartz
surface. To accomplish these simulations, new protocols specif-
ically designed for the quartz-water interface were implemented
into existing advanced methods of reactive Monte Carlo and
configuration bias Monte Carlo. In this study, the time progression
was not followed, but rather the local arrangement of reactive sites
on the quartz surface was explored in the presence of explicit water
solvation. There are several conclusions that can be drawn from
this study.

(i) The direct dissolution mechanism, similar to “plucking off”
Q2 and Q3 sites from the surface to form Q0 species in solution,
leads to complete dissolution and is thus not realistic.

(ii) The dissolution and precipitation reactions occur via a
stepwise mechanism predominantly from Q1 sites, resulting in
a steady-state surface conformation.

(iii) Dissolution of Q1 sites occurs most often irrespective of
the connectivity of the underlying Qi site.

(iv) The Q2 sites undergo hydrolysis to form a Q1 and another
Qi-1 site from a Qi neighbor. This process is less common than
the Q1 site dissolution, as it leads to the formation of sterically
crowded groups that reorient on the surface to adopt a stable
structure but occupy the same general volume domain before
the hydrolysis and are energetically less probable.

(v) The stepwise dissolution of Q3 is energetically costly and
is less frequent, and it is explained using the same arguments
as for Q2 dissolution.

(vi) The contributions of Q2 and Q3 hydrolysis events are
compensated by precipitation reactions, and these do not
significantly affect the fraction of Q0 in solution.

(vii) Temperature effects show enhanced dissolution and
precipitation events that eventually lead to a steady-state
conformation specific to that temperature.

It is evident from the present work that quartz dissolution
occurs via the hydrolysis of one Si-O-Si group at a time and
is governed by the steric factors of the local connectivity of the
surface Si sites. It shows the importance of surface topography
in determining the reactivity and the chemistry of the surface.
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Figure 8. Effect of temperature on the evolution of Q0 species in solution,
simulated using the Q1-dissolution algorithm at 300, 400, and 500 K.
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